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Abstract—Object tracking is currently used in many popular
scenarios. At this stage, due to the impact of the new crown
epidemic, the government wants to deploy an application that
can be used for population tracking and flow counting in densely
populated places. Based on the current situation, we combined
the YOLOv5 model and made some improvements, so that it
can be better applied to target tracking scenarios. We add
an attention mechanism to the feature extraction network and
replaced the NMS in the YOLOv5 algorithm with Adaptive-NMS.
The experimental results verify the accuracy improvement of
our improvement on pedestrian tracking effect and the further
improvement of YOLOv5 speed. Meanwile, the module is flexible,
and can be easily applied to other similar scenario tracking
models.

Index Terms—Object Tracking, Adaptive-NMS, YOLOv5, Ac-
tivation Function

I. INTRODUCTION

Object tracking is the automatic determining of position
and size information of the target object in a video along
the frames. Object tracking methods generally use a smaller-
sized search area, rather than the entire frame view, to extract
the position and size information of any frame target object.
The target tracking is divided into single target tracking and
multi-target tracking. Multi-target detection mainly uses the
tracking by detection framework. The mainstream approach
is to perform target detection for each frame, then perform
motion filtering and Reid feature matching, and then use
bipartite graph matching to associate before and after frames.
The mainstream method of single-target tracking is template
matching. The framework used is to train a template-matching
siamese network, so that the target template image and sub-
sequent frame matching are associated. Because there is only
one target, there is no need for bipartite graph matching, which
can be optimized end-to-end. Among them, target tracking
involves many fields, such as pedestrian tracking [1][2], drone
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tracking [3][4], athlete tracking [5][6], etc. There are also
many algorithms involved, such as Faster R-CNN [7]. Faster
R-CNN does a good job in real-time compared to the previous
R-CNN, and some models borrow from Faster R-CNN to
achieve better results, such as YOLO [8]. Among these well-
known target detection algorithms, one of them is particularly
important for their target detection screening, that is, the NMS
algorithm [9].

While these classic algorithms have shown great success in
deep learning, new attention mechanism algorithms [10] have
also been very popular in recent years. Attention mechanism
is a resource allocation scheme that allocates computing
resources to more important tasks and solves the problem
of information overload in the case of limited computing
power. In neural network learning, generally speaking, the
more parameters of the model, the stronger the expression
ability of the model, and the greater the amount of information
stored in the model, but this will bring about the problem
of information overload. Then, by introducing an attention
mechanism, focusing on the information that is more critical to
the current task among the many input information, reducing
the attention to other information, and even filtering out ir-
relevant information, the problem of information overload can
be solved and the task processing efficiency can be improved.
Efficiency and accuracy. This is similar to the human visual
attention mechanism. By scanning the global image, the target
area that needs to be focused on is obtained, and then more
attention resources are devoted to this area to obtain more
detailed information related to the target, while ignoring other
irrelevant information. Through this mechanism, high-value
information can be quickly screened out from a large amount
of information using limited attention resources.

In this paper, we combine the adaptive-NMS and attention
mechanism network based on the object detection model
YOLOv5, and apply the newly proposed method to our project,
pedestrian tracking. Experimental results, we compare it with
the previous Faster The comparison between R-CNN and
YOLOv5, also confirms the efficiency of our method. We will
continue to conduct more in-depth research in this area in the
future.



II. METHODOLOGY

A. YOLOv5
YOLO is the first proposed single-stage object detection

algorithm, also known as YOLOv1. The biggest advantage of
YOLOv1 is its speed, and its main contribution is to detect the
entire image and camera input in real time. YOLOv1 has two
disadvantages: one is inaccurate localization, and the other is
low recall compared to methods based on candidate bounding
boxes.

YOLOv2 solves these problems of YOLOv1. YOLOv2
[11] makes improvements in three aspects: prediction accu-
racy, detection speed, and the number of recognized objects
while continuing to maintain the detection speed. After that,
YOLOv3 [12], v4 [13] and the current v5 version [14] came
out one after another. They are all based on the previous
generation and improved the previous defects. Among them,
YOLOv5 has two significant advantages over the previous
versions: it is very small and it is quite fast.

The prior detection system of YOLOv3 reuses the classifier
or localizer to perform the detection task. Furthermore, the
model can be applied to multiple locations and scales of the
image. And those regions with higher scores can be regarded
as detection results. In addition, compared to other object
detection methods, YOLOv3 applies a single neural network to
the entire image, which divides the image into different regions
and thus predicts the bounding box and probability of each
region, which will pass the predicted probability. weighted.
My model has some advantages over classifier-based systems.
It looks at the entire image when testing, so its predictions
take advantage of global information in the image. Unlike R-
CNN, which requires thousands of images of a single target,
it makes predictions with a single network evaluation. This
makes YOLOv3 very fast, typically 1000 times faster than
R-CNN and 100 times faster than Fast R-CNN.

Compared with the previous version, YOLOv4 continuously
optimizes and adjusts the parameters of the YOLOv3 version,
so that each item reaches the optimal solution at that time.

YOLOv5 is a single-stage target detection algorithm. The
algorithm adds some new improvement ideas on the basis of
YOLOv4, so that its speed and accuracy have been greatly
improved. The improvements of v5 at the input end include
Mosaic data enhancement, adaptive anchor box calculation,
and adaptive image scaling; the improvements in the bench-
mark network include the fusion of other detection algorithms,
such as the Focus structure and the CSP structure; on the Neck
network, the v5 target detection network is in Some layers are
often inserted between BackBone and the last Head output
layer. The FPN+PAN structure is added to Yolov5; on the last
Head output layer, its anchor frame mechanism is the same
as that of YOLOv4, and the main improvement is the loss
function GIOU Loss during training .

B. Adaptive-NMS
NMS (non maximum suppression) [9] is to suppress ele-

ments that are not maximum values and search for local max-
imum values. Object detection needs to locate the bounding

Fig. 1. the algorithm flow chart of Adaptive-NMS.

box of the object, and also identify the object in the bounding
box. Some candidate boxes will inevitably overlap, and their
intersection and union ratio IoU needs to be calculated at this
time. The formula of IoU can be expressed as follows:

IoU =
A ∩B

A ∪B

where A and B are two sets, which in the image are the areas
of the rectangular candidate boxes of the two candidate boxes.
NMS relies on the classifier to obtain multiple candidate boxes,
and the probability value of the candidate box belonging to
the category, and sorts according to the category classification
probability obtained by the classifier. After that, NMS sorts
the scores of all boxes, selects the highest score and its
corresponding box, and then traverses the remaining boxes.
If the overlap area (IOU) with the current highest score box is
greater than a certain threshold, NMS deletes the box. Finally,
continue to choose the one with the highest score from the
unprocessed box and repeat the above process.

But there is a problem: in some cases, a candidate box
with a larger overlap with the current highest scoring box
is more likely to be a redundant box. Traditional NMS may
bring bad results if there is severe occlusion between objects.
When the distribution of objects is sparse, NMS can choose a
small threshold to eliminate more redundant boxes; when the
distribution of objects is dense, NMS chooses a large threshold
to obtain higher recall. In this case, we need NMS to have a
density prediction module to learn the density of a box. On
this basis, the Adaptive-NMS [15] was born. Among them, the
algorithm flow chart of Adaptive-NMS is as follows in Fig. 1
[15]:



Fig. 2. The structure of Squeeze-and-Excitation block.

Every time this process is performed, the threshold of
the NMS will be refreshed again. The continuously adjusted
threshold finally enables Adaptive-NMS to better cope with
occluded targets. At the same time, this point can also make
adaptive-NMS mixed with other types of NMS [16][17][18].

C. Squeeze-and-Excitation block
The motivation of SENet is very simple. The general method

is to transmit the weights such as the Feature Map of the
network to the next layer. The core idea of SENet is to
model the interdependence between channels, and adaptively
re-correct the channels through the global loss function of the
network. between the characteristic response strengths. SENet
consists of a series of SE blocks. The process of a SE block is
divided into two steps: Squeeze and Excitation. Among them,
Squeeze obtains the global compressed feature vector of the
current Feature Map by performing Global Average Pooling
on the Feature Map layer, and Excitation obtains the weight
of each channel in the Feature Map through two layers of full
connection, and uses the weighted Feature Map as the next
layer. The input to the network, also known as the SE channel
attention mechanism. Since the SE block only depends on the
current set of Feature Maps, it can be easily embedded into
almost all current convolutional networks [19].

The structure of an SE Block is shown in Fig. 2 [19].
The left half of the network is a traditional convolution

transformation, where Ftr is the convolution operation, and
ignoring this part will not affect our SENet understanding.
U is the Feature Map with the size of X obtained after the Ftr
convolution operation, W ×H ×C is the size of the Feature
Map, and (W,H) is the number of channels.

AfterSqueeze operation of Fsq(·), the image becomes a
1 × 1 × w eigenvector, and the value of the eigenvector is
determined by U . After the Fex(·,W ), the dimension of the
feature vector does not change, but the vector value becomes
a new value. These values will be weighted by Fscale(·, ·) of
U , and the dimensions of X̃ and U are the same.

The role of the Squeeze part is to obtain the global infor-
mation embedding (feature vector) for each channel of the
Feature Map [formula]. In the SE block, this step is achieved

by Global Average Pooling (GAP), that is, by averaging the
Feature Map of each channel C, c ∈ {1, 2, ...C}.

The role of the excitation part is to learn the feature weights
of each channel in the Zc through the C. Based on the
above structure, SE blocks use a gate mechanism composed
of two layers of full connection. Therefore, SE blocks can
be understood from two perspectives. One is that SE blocks
learn the dynamic prior of each Feature Map; the other is that
SE blocks can be regarded as Attention in the direction of
Feature Map, because the essence of the attention mechanism
is to learn a set of weights. value.

D. Our method

Our approach is based on the three algorithms mentioned
above, combining them. For Squeeze-and-Excitation block, we
replace the Concat module of YOLOv5 with the F-Concat
module, the model learns the importance of features from
different inputs, concentrating on the important features and
ignoring the less important ones. For Adaptive-NMS, We
replaced the NMS on the head of YOLOv5 with Adaptive-
NMS.

III. DATASET PRE-PROCESS AND HARDWARE EQUIPMENT

A. Dataset Preprocess

For the dataset, we collected some images from our students
themselves and some local passers-by in Hong Kong with their
permission. Among them, 350 images were selected as the
training set and 150 images were used as the test images.
The pictures for the test also include pictures of our students
themselves or taken.

The production process of the data set is to input these
pictures into Labelme software for labeling to generate jsn
files, and then convert them into xml files for training and
testing.

B. Hardware Equipment

On the hardware equipment, we use the server provided by
the Department of Information Engineering, School of Engi-
neering, Chinese University of Hong Kong. Some parameters



Fig. 3. Experimental results of our method.

of its server are as follows: Ubuntu18.04, 16GB memory, and
2080Ti graphics card.

IV. EXPERIMENTAL RESULTS

As shown in Fig. 3, our method can detect sparse crowd
situations as well as general street neighborhoods. Our method
can detect tasks and track them even if there are some pushing
their own cars or overlapping items in the store. We analyze
the results of people who can be coincident with products
but detected, which is based on the candidate box density
adjustment algorithm of Adaptive-NMS. It makes the confi-
dence score of the place where the character’s score is high
and the overlapping area is larger continuously reduce, iterate,
and finally filter, which can well avoid mistaken deletion.

The attention mechanism can better help YOLOv5 track the
characteristics of moving targets, thereby helping us to more
accurately lock and track the target, even if there are obstacles
around the vehicle.

As shown in Table I, our method is compared with other
different methods, and the correctness of our method is also
verified.

V. CONCLUSION

In this paper, based on the YOLOv5 model, we improve
and replace its activation function and NMS, and use the
improved model for pedestrian tracking experiments. And on
this basis, other objects have also been extended and tested.
Compared with the prototype YOLOv5 and other models, the



TABLE I
THE ACCURACY OF OUR OBJECT DETECTION

Method NMS category Precision Recall Accuracy
NMS 94.1% 90.8% 92.3%

YOLOv5 Softer-NMS 96.3% 92.6% 95.1%
Adaptive-NMS 96.7% 92.8% 95.4%

NMS 92.1% 89.6% 91.6%
Faster R-CNN Softer-NMS 93.2% 90.1% 91.8%

Adaptive-NMS 92.7% 89.8% 90.6%
Our method - 97.1% 93.2% 95.9%

a The original YOLOv5 and Faster R-CNN did not add an attention mechanism.

experimental results have a good improvement in accuracy and
real-time performance. The YOLOv5 model itself is not large,
it is extremely easy to be packaged and deployed by mirror
clones, and it can also be well trained for other scenarios.
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