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Abstract

Due to the rapid growth of scientific publications, identifying all related reference articles has become increasingly challenging
but highly demanding. Existing methods mostly evaluate a candidate publication document from a static perspective, for
example articles’ content and their citation relationship or structure information in a static view. There is still a lack of
research on the impact of the papers in a dynamic way. In contrast, our work adds a time dimension to the consideration. The
collection of the embeddings of the paper over the past years thus forms a time-series update.For each particular date after a
paper is published, its embedding is updated through a Temporal Graph Neural Networks(TGN), to enrich its content-based
embedding with people’s views of the paper, i.e., the papers that cite the paper. A learnable memory update module based on
the Recurrent Neural Network(RNN) is applied to study the evolution of the embedding of the paper in order to predict its
reference impact in a future timestamp. Such a TGN based model learns a new pattern of how people’s views of the paper
may evolve over time, aiming to guide paper recommendation more precisely. We performed extensive experiments on a new
citation networks dataset which is built on 313,278 articles from PaperWithCode have demonstrated the effectiveness of the

proposed approach.
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1. Introduction

In the dynamic landscape of scientific research, where
the rapid proliferation of publications presents both op-
portunities and challenges, research trends and commu-
nity views of papers evolve over time. Current meth-
ods for scientific document recommendation, includ-
ing content-based filtering, collaborative filtering, co-
occurrence, graph-based, global relevance, and hybrid
models[1], mostly train models in a static context or on
several static collections of paper content. The advent of
Graph Neural Networks (GNNs) has marked a significant
stride in learning representations of graph-structured
data, enabling graph-based methods to effectively learn
citation relationships between documents. However,
most GNN models, designed with static graph structures,
are not fully equipped to handle the ever-evolving na-
ture of real-world citation networks. Here, the intricate
interconnections between documents (nodes) are in con-
stant flux, evolving with each new citation. In the field of
scientific document recommendation, the consideration
of papers’ publication timestamps and dynamic citation
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relationships has been largely overlooked.

We introduce a dynamic paper recommendation model
by leveraging Temporal Graph Neural Networks (TGN).
To capture the evolving changes in node embeddings
within citation networks, we utilize a state-of-the-art
TGN-based memory module[2] to update node embed-
dings in a continuous-time sequence. Additionally, we
have implemented a learnable message module to pre-
vent excessive message interchanges over time. These
enhancements are specifically designed to exploit the
temporal dynamics of citation networks, offering a more
comprehensive and nuanced approach to scientific paper
recommendation. They enable more effective aggrega-
tion of continuous-time dynamic interactions within the
network, while our improved embedding and memory
techniques ensure that the evolving impact of each docu-
ment is accurately captured and represented.

To simulate the documentation recommendation
process, we employ the Graph Transformer convolu-
tional(TransConv) layer[3] to compute node embeddings
with an attention mechanism. This approach synergisti-
cally combines updated node embeddings from the TGN
memory module with encoded time features and citation
relationships. Consequently, our downstream recommen-
dation tasks demonstrate a performance improvement
of x% over existing state-of-the-art methods in terms of
paper recommendation accuracy. This superior perfor-
mance underscores our model’s enhanced capability to
capture both the temporal structure and evolving embed-
dings of papers in citation networks, offering a compre-
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Figure 1: lllustration of dynamic citation networks, the graph
will incrementally expand as time.
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hensive understanding of academic influence and impact.

Our enhanced TGN-Transformer based recommenda-
tion(TGN-TRec) model marks a advancement in the field
of scientific document recommendation and analysis.
This research represents a vital contribution in helping
researchers navigate the ever expanding corpus of scien-
tific knowledge, as demonstrated by our comprehensive
comparison with existing methods by using an abundant
dataset that includes machine learning related papers
from PaperWithCode, showcasing our method’s superior
performance. Moreover, the construction of a new
citation network is another contribution in our work.
This network not only enriches the existing dataset by
join with reference relationship but also can be used
as a benchmark for understanding the latest machine
learning related works cross different domain. Thereby
offering researchers a more nuanced and insightful tool
for academic exploration.

2. Related Work

2.1. Graph Neural Networks

Graph Neural Networks (GNNs) have revolutionized the
way we approach link prediction problems in graphs by
enabling the learning of complex node representations
that capture the structural context of each node within a
graph [4]. Early GNN models focused on static graphs
and relied on message passing mechanisms to embed
nodes into a low-dimensional space, optimizing for vari-
ous graph properties [5]. Recent advance of Graph Neural

Networks[6, 7, 8] bring the research and model’s poten-
tial in representational learning to a new level. These
methods have been applied to a variety of tasks[9], rang-
ing from social network analysis[10] to protein-protein
interaction analysis[11], and knowledge graph areas[12].

2.2. Dynamics Graphs for Citation
Networks

Unlike static networks, temporal networks are character-
ized by edges that form or dissolve over time, requiring
specialized models that can account for these dynamics.
The dynamic graph representation learning can learn dy-
namic graph that evolves over time or events[13]. There
are two different dynamic graph: Discrete-time dynamic
graph, Continuous-time dynamic graph. The Discrete-
time dynamic graph(DTDG) are sequence of static graph
snapshot over time, where the edges in each snapshot of
graph have same timestamp. Discrete-time approaches
segment the network into time slices and analyze each
slice independently or in sequence, some approaches per-
form graph learn on graph snapshots by applying static
methods[14, 15].

However, Continuous-time dynamic graph(CTDG)
represent dynamic graph as the node pair interactions
evolves over time. It can demonstrate graph’s change in
a more general way. Recent advance of continuous-time
models aim to capture the network’s evolution at a finer
granularity, applying sequence based methods to update
node information by capturing nodes’ interaction sequen-
tially[16, 17, 18]. The TGAT[19] propose a novel func-
tional time-encoding module to efficiently learn dynamic
interactions as graph evolves. The TGN[2]put temporal
graph neural networks into a framework by proposing
a RNN-based memory update module. These temporal
models have been shown to be particularly effective in
capturing the causality and sequential dependencies in-
herent in temporal networks.

2.3. Temporal Graph Neural Networks in
Scientific Document
Recommendation

GNN has been proved its successful application and
greate potential power of application on recommenda-
tion systems[20, 21]. As a subdomain of GNN and ap-
plication of recommendation system, citation networks
based recommendation present a unique challenge for
link prediction due to their directed nature, the evolution
of research topics over time, and the presence of cita-
tion lags. Traditional heuristics such as the clustering
analysis me have been applied to citation networks with
limited success [22]. Machine learning approaches, par-
ticularly those employing GNNs, have shown improved
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performance by utilizing not only the content but also
the network structure of the papers by message passing
mechanism[1].

To capture dynamic nature of entities for a continuous-
time bipartite graph scenario, reseachers applied Tem-
poral Graph Sequential Recommender(TGSRec)[23] to
capture dynamics collaborative signals from both users
and items in a sequential patterns. However, there are
barely research about recommendation method for sci-
entific documentation that consider communities view
to the exisiting paper evolving with the new citation.
Different from[15] that only predict citation counts by
using GNN on static snapshots of citation networks over
years, our model consider edge-level timestamp that is
a continuous-time evolving dynamic citation networks.
For supporting the scientific documentation recommen-
dation system, our model not predict citation counts but
potential citation probabilities in future time span.

3. Proposed Method

We introduce our paper recommendation system based
on the Temporal Graph Neural Network.The majorcom-
ponents of the model contains a Temporal Neural Net-
work(TGN) Memory Module [2] as encoder to learn paper
citatation relationships in a dynamic way, and a attention-
based prediction module for paper recommendation as
decoder. We further implemented TGN-based encoder,
by setting a self-learnable message module to adaptively
compute message between nodes in order to prevent
excessive messaging passing in a evolving graph.

3.1. Static Graph Representation Learning

In a static graph & = (7, &), where node set 7' =
{v1, m, ...vn}, and N is number of nodes, & denotes collec-
tion of edges ¢;;, where ¢; = v, vj) foralli,j =1,2,..N.
In a graph neural networks scenario, we usually have a
node features 2 = {x1, Xy, ...xn}. The topological method
of graph neural networks usually use message passing
framework which create hidden nodes embedding z; by
aggregate neighbor nodes’ information in the form:

Z = Yo (Xi’ @ mij)’ my; = g (x;.Xj.€j;)

jen(D)

where ¢;; is edge features, m;; is message computed by a
message module, where €@ denote differentiable, permu-
tation invariant function, e.g., sum, mean, min, max or
multiply, yg and g denote learnable functions such as
linear or attentional layer. n(i) denotes neighbors node
for node v;.

3.2. Dynamic Graph Representation
Learning

In a Dynamic Citation Networks, the node interactions
are sequence of citation relationships between papers, for
each edge(paper v; cite paper v;) ¢;(t) have a timestamp £,
since citation networks only have addition operation, and
citation relation happens when a new node is added to
the graph. We also consider the influence transferring of
a existing paper in the citation networks, so the message
passing is bidirectional, the existing node’s embedding
changes when a new node added into the graph. The tem-
poral graph can be denote as €(T) = (7(T), (1)), €()
represent temporal citation graph in timestamp ¢ where
t € T. Thus the hidden node embedding st timestamp # is

X(t) = {x1 (1), x(0), .xn(D)}:

3.3. Memory

To capture long-term memory when a new node has
been added to the graph, we use the memory module
proposed in TGN[2]. The existing papers in the tempo-
ral citation graph will update their memory when new
paper cite them, this module also allow the existing pa-
pers keep their original features and interaction history
with other papers in a compress format. Different from
the implementation in TGN, our model take papers’ text
embedding from SciBert as their initial state S(#,) when
they are added to the citation graph. It will aggregate
the message from their neighbor paper and update the
memory when other new papers cite them over time. We
use the same annotation to represent memory module in
our model. In the memory module, we have a memory
updater that is a recurrent neural network cell for updat-
ing the papers’ embedding in a sequential manner. This
module can save the initial memory from the paper’s ab-
stract and a historical interaction between papers along
with the time evolving. In our model, we use GRU [24] as
the updater, and it take aggregated information from the
paper to cite events on timestamp ¢, the memory update
format shows as follows:

r=o(Wym(t) + by + Whysi(t7) + byy)
z = o (Wigmy(t) + biz + Whsi(t7) + byz)
n = tanh (Winm;(t) + bin + 1 Wpnsi(t) + bpn))
s =0 —-2)xn+z*s50")
where s;(t) is the update state of node i in memory,
s;(t7) is the previous state of node i before receiving the

aggregate message m;(t) from its new nodes interaction
on time .
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Figure 2: The illustration of the model processing batch of interactions include ¢, and t,, the temporal graph module compute
messages for each interactions and using an aggregate function to merge messages that send to each node, the GRU cell will
take aggregated messages and previous state/meomory of each node and output is nodes’ state/memory in latest timestamp.
For performing transformer convolution operation in Graph Transformer Module, we use source node state, destination
node state and edge attribute(encoded time different) as Q, K, V to a scaled dot-product attention layer. The output node
embeddings of graph transformer module are used for computing citation score in Recommendation Module.

3.4. Message Module
3.4.1. Message Encoding

The messages are computed from every interaction event
between new publication papers and existing papers, for
considering impact transferring of a paper, we use bi-
directional message passing and the message computed
by following rules:

(1)
)

my(t) = msg (sl- t),s; ), At) ,
m(t) = msgq (s;(t7),s; (t7), Ar)

where m;(t) represents the message that will be sent
from node i to node j and verse versa. We referring
the implementation in TGN which concatenate state of
node i(s; (t7)), node j(s; (¢ 7)) in last timestamp and At and
encoded time difference between the current timestamp
t and last timestamp ¢~. msg is the message encoding
module, which can be directly concatenate or processed
by a self-learned linear layer where we have discussion
in experiment.

3.4.2. Message Aggregator

We follow the same aggregation mechanism defined in [2]
to aggregate message to a given nodei, in our implement
we compare mean aggregator and last aggregator(keep
most recent message in each batch).

m;(1) = agg (m; (1), ..., m; (1))

where tq, ..., t, <= ty;, ty is the latest timestamp in each
batch’s interaction.

3.5. Graph Transformer Module

Once the memory/state of each node is updated, we em-
ploy the Graph Transformer Convolution module[3] to
calculate the embedding of the newly added node posi-
tioned between nodes i and node j using an attention
mechanism. To simulate the recommendation process
effectively, the embedding of the source node serves as
the query (Q), while the embedding of the destination
node, along with the timestamp features, act as key (K)
and value (V) inputs for optimally fitting the scaled dot-
product attention operator. This setup facilitates the
updating of node embeddings in the following manner:

SO =Wisi)+ Y, a;(Wosi(t) + Wep(t — 1))
jeN (@
The attention coefficients g; j computed by:
(W3si())" (Was;() + Wt — 1))
Jd

where the ¢(-) is the generic time encoding function, d is
the hidden size of each head.

@; j = softmax (

3.6. Recommendation Predictor

In scientific paper recommendation scenario, we assume
given a number of pairs of positive node pairs and neg-
ative node pairs, based on the embeddings generated



from previous Temporal GNN based model, the predici-
ton module can clearly identify the correct citation and
noise information(negative edges) efficiently. We com-
pute the edges scores by using two linear layers to learn
the embedding of the source node and the embedding
of the destination node at t and combined the output to
another linear layer. The feedforward network function
shows as follows:

Scoreg, = hou(RELU(h;(si(1)) [ hj(s;(©))))

where h;, h; and hy,; are Linear layer, s;(t) and s;(t) are
source node embedding and destination node embedding

from GNN at time .

4. Experimental Setup

4.1. Dataset

For exploring a novel approach to paper recommenda-
tion, our dataset source is the well-known machine learn-
ing community PaperWithCode!. The Papers with Code
community focuses on creating a platform that associates
machine learning papers, code, and datasets. It covers
the latest machine learning-related papers in fields in-
cluding Computer Science, Physics, Astronomy, Mathe-
matics, and Statistics. To build the citation networks, we
retrieved the reference lists of the papers by querying
each paper’s ArXiv ID from the SemanticScholar API[25].
After a filtering process, our dataset for the citation net-
works includes 313,278 articles from 1900 to 2023(show
as in Table 1). The citation network contains 2,233,780
edges from 1985 to 2023. We use the number of days be-
tween the citing paper’s publication date and the earliest
paper’s publication date as a basis to compute the edges’
timestamps. The edges are sorted by timestamp, allowing
the model to train the dynamic citation networks sequen-
tially as the citation relationships are established. We
utilized the abstracts and titles of all papers to generate
text embeddings using SciBERT[26]. These generated
embeddings are used as node features in our model.

4.2. Evaluation Metrics

To assess the performance of our TGN-TRec model for
scientific paper recommendation, we employ two evalua-
tion metrics, each offering unique insights into different
aspects of the model’s effectiveness. These metrics in-
clude the Mean Reciprocal Rank (MRR), Precision@K
and Recall@K. Below, we detail each of these metrics
and explain their relevance in the context of our model
evaluation.

Mean Reciprocal Rank (MRR): We use MRR to evaluate
the process that computes scores for a list of positive

'https://paperswithcode.com

edges and negative edges, ordered by the probability of
correctness. The metric is defined as:
1 101 1

MRR = —
|Q| i=1 ranki

©)

where rank; defines the rank of the positive edge in a
given list of candidate edges. Q is the total number of
queries (edges) for a given source node.

Precision@K and Recall@K help to assess the effective-
ness of a model in predicting a set of papers candidates
by given a query paper, where 'K’ in refers to the number
of top recommendations considered in the evaluation.
Precision@K and Recall@K are defined as:

Number of Relevant Items in Top K
K

Precision@K =
(4)
(5)

Number of Relevant Items in Top K

Recall@K =
ecall@ Total Number of Relevant Items

4.3. Baseline

In our experimental setup, we compare our Temporal
Graph based paper recommendation model under various
settings with three leading static graph models: Graph-
SAGE[7], GAT[8] and GIN[27]. This comparison aims
to highlight the effectiveness of our continuous-time ap-
proach versus traditional static models in citation net-
work analysis. To ensure fairness, we create equivalent-
sized snapshots for training, validation, and testing across
all models by setting all papers before 2021 as training
data, 2021-2022 as validation and 2022-March 2023 as the
testing data. We explore different configurations of our
TGN Transformer Based Recommendation(TGN-TRec)
model as model variants for Paper recommendation:

Message Modules: We assess the impact of using a
simple Identity Message Module (as per TGN’s vanilla
implementation) against a more complex, self-learned
Message Module.

Memory Initialization: We compare memory initial-
ization using semantic information from paper abstracts
and titles (via SciBERT[26]) against a structure-only ap-
proach.

Aggregator: We assess the model with different aggre-
gation approach, where mean stand for average messages
for each node and last stand for only keep latest message
for aggregation in each batch.

5. Results and Discussion

This section presents the evaluation of our TGN-TRec
models in different configuration with different state-
of-art baseline models by applying them to the task of
scientific document recommendation. The effectiveness
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Table 1
Dataset Statistics by Year

Reference Count

Year Number of Papers Total Mean  Median Min  Max

<=2010 1096 37235  33.973540 25 0 539

2011 374 14256  38.117647 32 0 231

2012 819 33290  40.647131 34 0 326

2013 3438 115239 33.519197 28 0 434

2014 5087 186356  36.633772 30 0 992

2015 8385 326163  38.898390 33 0 691

2016 12008 472393  39.339857 33 0 645

2017 16715 649326  38.846904 33 0 2644

2018 26399 1040789  39.425319 34 0 1613

2019 36890 1500774  40.682407 36 0 1149

2020 50401 2250294  44.647805 39 0 1576

2021 56821 2619295  46.097306 M 0 1086

2022 61783 2909810  47.097260 42 0 696

2023 33062 1569814  47.480915 43 0o 772
Table 2
Experiment Results
Encoder initialization =~ Message' Aggregator MRR Recall? Precision®

@10 @20 @50 @10 @20 @50

GAT yes N/A self-attention  0.952 0.442 0.630 0.891 0.902 0.817 0.622
SAGE yes N/A mean 0.960 0.442 0.631 0.891 0.900 0.817 0.623
GIN yes N/A N/A 0.970 0.447 0.637 0.893 0.900 0.813 0.617
TGN-TRec no 1d* mean 0.9375  0.430 0.620 0.881 0.890 0.800 0.600
TGN-TRec no SP mean 0.7817  0.445 0.635 0.871 0.902 0.820 0.620
TGN-TRec no 1d* last 0.9384  0.440 0.631 0.891 0.901 0.817 0.615
TGN-TRec no SP last 0.7717  0.442 0.631 0.891 0.906 0.812 0.610
TGN-TRec yes 1d* mean 0.965 0.442 0.631 0.891 0.902 0.817 0.622
TGN-TRec yes SP mean 0.960 0.440 0.620 0.881 0.902 0.817 0.622
TGN-TRec yes 1d* last 0.970 0.450 0.680 0.920 0.921 0.831 0.641
TGN-TRec yes SP last 0.975 0.460 0.690 0940 0.925 0.835 0.645

T Message encoding technique used in the model.
2 Recall at different cutoffs.

3 Precision at different cutoffs.

4”1d” stands for Identity.

5 ”SI” stands for Self-learned.

of each model is assessed based on their performance in
several metrics, including Mean Reciprocal Rank (MRR),
Recall, and Precision at various cutoffs.

5.1. Quantitative Evaluation

We conducted extensive experiments on the Papers with
Code dataset to compare the performance of the proposed
TGN-TRec models against traditional static graph mod-
els like GAT and GIN. The evaluation metrics used for
this comparison are MRR, Recall, and Precision, which
are pivotal for assessing the recommendation quality in
scientific literature.

The results tabulated in Table 2 provide a compre-
hensive comparison of the models’ performance across
various metrics. Notably, the TGN-TRec models with ini-
tialized memory exhibit superior Mean Reciprocal Rank
(MRR), suggesting their enhanced ability to prioritize rel-
evant documents. The precision metrics further validate
the models’ effectiveness, with the TGN-TRec variants
maintaining a high degree of accuracy in the top K rec-
ommendations.



Train Loss Over Epochs - TGN_Init_mem Variants

— identity + aggrmean
Selflearned + aggrmean

10 —— identity + aggrlast

— Self-leamed + aggr-last

Train Loss.

(a) Train Loss for TGN-TRec Init Memory Variants

Train Loss Over Epochs - TGN_Zero_mem Variants

— Identity + aggrmean
Selfleamed + aggr-mean

) — Iidentity + aggrlast

—— Selflearned + aggriast

Train Loss.

(b) Train Loss for TGN-TRec Zero Memory Variants

Figure 3: Training Loss evolution over epochs for the TGN-TRec models with initialized and zero-initialized memory.

5.2. Training Dynamics

The training dynamics of TGN-TRec models offer a win-
dow into the learning effectiveness of these systems. By
visualizing the loss function’s decline across epochs, as
depicted in Figure 3, we can infer not only the conver-
gence of the training process but also the pace and stabil-
ity of learning. This visualization acts as a diagnostic tool,
helping to identify potential overfitting or underfitting,
and whether the learning rate is appropriately tuned. A
smooth, consistent decline indicates a well-tuned model
making steady progress towards optimization.

A critical aspect of the TGN-TRec models’ training
dynamics is the role of initialization, particularly the
use of SciBERT embeddings. Initialization with these
embeddings appears to provide a head start to the model
by leveraging pre-learned contextual representations, as
reflected in the early epochs’ rapid loss reduction. This
suggests that the model can efficiently abstract higher-
level features from the data without needing to learn
from scratch, thus potentially reducing training time and
resource consumption.

In this context, the TGN-TRec models’ validation per-
formance, as shown in Figure 4, encompasses several key
metrics, including Mean Reciprocal Rank (MRR), Aver-
age Precision Score (APS), and Area Under the Curve
Score (AUCS). These metrics collectively provide a multi-
faceted view of the model’s predictive power, robust-
ness against overfitting, and its overall reliability in rank-
ing and recommendation tasks. The TGN-TRec models,
through their training dynamics, exhibit signs of such ro-
bustness. The consistency in performance metrics across
epochs, particularly in scenarios with initialized memo-
ries, suggests that the model is learning a stable repre-
sentation of the data that can withstand the variability
inherent in real-world applications.

Finally, the training dynamics also shed light on the
computational complexity of the TGN-TRec models. The

rate of loss function decline provides indirect evidence
of the model’s efficiency. A steep initial decline followed
by a plateau suggests that the model quickly captures
the primary structure of the data but then requires more
nuanced adjustments to refine its understanding. This
can influence decisions around early stopping and com-
putational resource allocation, ensuring that the model
remains both effective and efficient.

5.3. Discussion

The remarkable performance of TGN-TRec models, espe-
cially those initialized with paper’s text embedding, raises
important considerations for recommendation systems.
Their ability to accurately rank relevant papers indicates
a significant advancement in the capabilities of these sys-
tems. The consideration of temporal dynamics represents
a paradigm shift from static analysis to a more fluid and
realistic interpretation of citation networks, which could
revolutionize how academic influence is understood and
quantified.

Traditional models like GAT[8] and GIN[27], despite
being slightly provide same performance as TGN-TRecs
without text embedding initialization. However, the the
MRR evaluation here only consider the rank of positive
candidate and negative candidate pair, so the MRR score
is relative less representative for evaluate model perfor-
mance. In addition, since the baseline models was origi-
nally design for static data, the baseline models are easily
falling into overfit.

The dynamic nature of citation networks is a core
aspect that TGN-TRec models capture more effectively
than static models. This capability is not just a technical
enhancement; it reflects the evolving nature of scientific
discourse and knowledge dissemination. By accounting
for the temporal aspect, TGN-TRec models align more
closely with the real-world process of academic influence
and its growth over time, providing a more nuanced tool
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Figure 4: Validation MRR, APS, and AUCS evolution over epochs for the TGN-TRec models with initialized and zero-initialized

memory.

for predicting future trends in scientific literature.

The potential integration of TGN-TRec models into
real-world academic settings opens up exciting opportu-
nities for enhancing the research process. By provid-
ing more accurate recommendations and predictions,
these models can support researchers in staying abreast
of significant developments in their field, discovering
cross-disciplinary opportunities, and identifying emerg-
ing trends before they become widely recognized.

6. Conclusion and Future Work

6.1. Conclusion

In this work, we introduce a novel approach for scientific
paper recommendation using Temporal Graph Neural
Networks (TGNNs). This approach stands out by incorpo-
rating a time dimension, allowing us to predict the future
impact of papers based on how their influence evolves
over time. The method is underpinned by a robust tempo-
ral embedding strategy using graph neural networks and
a memory update mechanism based on recurrent neural



networks. Our experiments on a new citation networks
from a latest abundant dataset-PaperWithCode demon-
strate the effectiveness of our approach compared to tra-
ditional static graph methods in scientific documentation
recommendation, showing its potential in addressing the
dynamic nature of citation networks.

Our model captures the evolution of a paper’s impact
by integrating its content with the changing views of the
community, as evidenced by citation patterns. This dy-
namic understanding of paper influence provides a more
nuanced and potentially more accurate picture of a pa-
per’s significance within its field. The use of continuous-
time dynamic graph representation learning is particu-
larly significant as it allows for a more granular under-
standing of how a paper’s influence develops and changes
over time.

6.2. Future Work

Moving forward, several avenues for improvement and
expansion present themselves:

1. Scalability and Efficiency: As the volume of
scientific publications continues to grow, scalabil-
ity becomes a crucial factor. Future work could
focus on optimizing the model for larger datasets,
possibly incorporating more efficient graph neu-
ral network architectures or by improving the
memory update mechanism.

2. Knowlegde Graph Based Method: In our cita-
tion networks, we build homogenous graph cita-
tion networks. However, in real-world scenario,
there are multiple-types of entities/nodes in a het-
erogeneous graph. This direction indicates us to
consider a complex scenario and a more robust
system.

3. Efficient Time Encoding Function: Our cur-
rent model employs a standard time encoding
function to transform timestamps into features.
However, emerging research suggests that more
sophisticated time-encoding methods could sig-
nificantly enhance the expressive power of GNNs
dealing with time-series data. Pursuing these ad-
vanced encoding techniques represents a promis-
ing avenue for further solidifying and refining our
model’s capabilities in temporal data analysis.

4. Real-World Implementation and Testing: De-
ploying this model in a real-world academic set-
ting and gathering user feedback would be invalu-
able for iterative improvements, ensuring that the
system meets the actual needs of researchers and
academics.

In conclusion, while the Temporal Graph Neural Net-
works based model demonstrates promising results in

scientific paper recommendation, its full potential can
be further explored and realized through these future
research directions.
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